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Algorithms for managing jobstreams in a complex computer
environment often rely on various estimates of job run times.
Due to wide variab ility of run times from one execution of a job
to another , point estimations of run times are fairl y unreliab le.
An alternat, approach to using poin t estimations is tO use interv als
which span the range of possible run time values . In an interval
approach run times can be predicted with respect to membersh ip in
one of a limi ted set of run time intervals , with relatively high
confidence. This paper presents a forma l methodology for run time
estimation based on an interval approach. The estimation is done
us ing s igna ture ta b le anal ysis and is accompanied by a statement of
statistical confidence in the results.1~ ,
Key words: Interval estimation ; point estimation; run time prediction ;
Signature table analysis.

1. Introduction potential advantages of this technique are
that In some environments prediction can be

Algorithms for managing jobstreamns in done based on very littl , ¼nowledge about a
a complex computer enviro nment often rel y job, and the confidence of preoicting mom-
on various estimates of job run times . bership In the correct interval can be very
Typical run times of interest Include high. The usefulness of this interva l
response time, processing time , turnaround approach has long been recognized in the
time and so on. For examo e. schedu ling computer coninunity and severa l ad hoc Impl e-
algorithms which tend to m ini m ize average mentations exist. The classification of jobs
job turnaround time based on the shortest- in IBM ’s job preprocessor called ~iASP , forprocessing-time prin ciple often rel y on a examole, haS been achieved in sciie instal-
prediction of what the job Processing time latlons by placing jobs In classes A , 3, C
will be. In systems which have a large and so on, based on user supplied estimates
degree of multiprogriering, run times for a of resource requirements. Essentia ll y,
particular job vary widely from one these classes represent predicted run time
execution to another, deoerdl,q upon the intervals for their respective members.
nunber and kinds of jobs tnat are simu l ta-
neously contending for resources . Prediction This paper presents a forma l methodology
of run times , therefore, although fairly for run tims estimation based on an interval
accurate ‘on the average.” tends to be approach. The estimation Is done using sig-
unreliable In any single instance because of nature table analysis and is accompanied ~ythe inherent complexity of the processing a statement of statistical Confidence in tne
environment, results. It may be true that for very com-

plex systems, subjective (or even r3ndOm )
An alternate approach to using point estimation is the best method . this paper

estimations of run times, with their discusses the Imorovement possible on sub-
inevitably large variability and low con- jective “gueSstimates.”
fldence. is to ~se intervals which sean the
range of possible run ~1m~ va l ues . :n an 2. General Background :
interva l app roach , run ‘~1me s are predicted Signature Table Analysis
with resoect to projected membership in one
of a l imi ted set of run time in te rva ls .  The Run time estimation for single computer
______________________________________________ systems is an important oerformance ~uestlon1111 ~ A which can be formulated In t’e following way :t reiearc~~was supoortid ~~~~~ 
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that system, what characteristics of the jobs diction of the key feature is explored , by
can best be used to predict their respective means of the specification of a derived (con-
run times. More specifically, let a computer bined ) feature set which approximates the
*yst. workload. W , consist of a series of key feature on the training data. The dc
ii jobs, P~, 1~ 1, ... , ii , and assmine there rived feature set can then be applied to
•ztsts a set of m descrfptors ~~~~~ d~ 

other sets of data for which the key feature

~ 
for each P1 which charecterlte tII~t’jd~’s must be predicted .

behavior. Then , the question of interest is
which subset(s) of these descript ors can be Typical ly, in a run time prediction
best used to predict an additional or “key ” environment, a training sample or set of
descriptor, namely run time , and what is the data is collected which consists of a fini te
particular function of the critica l descrip. number of workload characteristics, like CPU.
ton which yields this prediction , I/O and core resource requirements, along with

the known turnaround time of already existing
The nature of th. run time prediction production jobs. Turnaround tine prediction

problem and the motivat ion for developing may then be conceptualized as the problem of
certain kinds of methodologies for it~ identifying the signific ant “features ” among
Solution can be illustrated by placing the the d1 which best describes a job’ s turn-
problem in the context of a large , pro- a,’ound time “pattern”.
duction-oriented computer system. In this
case, a certain number of oroduc ti on jobs The signature table method of pattern
are being run on a regular basis .- dail y, recognition suggested by Samuel LSAM67 I for
weekly, monthly, and so on. These pro— use in machine learning problems , and further
duct ion j obs often consIst of several developed by Page (PAG75) is a hierarchical
different programs (for example, payroll approach for the recognition of patterns
runs which Include not only the relevant which are described in termis of many features.
salary calculations, but also check. The method provides a means by which features
wi’iting routines and s umnary reóor t routine s ), are exhaustively analyzed in subsets, each of
and require a variety of system resources, which provides a derived feature. The de-
Further, due to security and deadline con- rived features are combined to result in
straints , they are of ten run on a dedicated higher derived features which depend in a
system. The production jobs are completely nonlinear manner on all of the origina l
specified and their characteristics with features. An example of the tabular structure
respect to development, maintenance and run. which may result from apply ing the method to
time behavior , d1, d2, .. . ~~ ~~ be de- 

four features is shown in Figure 1. (Figure
termined in most Instances . Mow if a new 1 is discussed in more detail below.)
production jOb,Pn,i, is proposed for imple-
mentation on the existing system , tne speci- The major advantages of the signature
fication of it* reoutred turnaround tine tabl e method over other prediction tech—
becomes a critica l factor upOn which to niques , and those that render it esoecially
base the decision to allow or disallow ~~~~. 

app licable to the run time prediction pro-
Some Subset of the projected behavior blem are :
characteristics of 

~~~ 
nay be known, and

resources n~ay be available to Investigate 1) the quality of prediction Is
others, i n order to estimate the job’s Improved as more independent features or
turnaround time. The questions of which descriptors are used (this is in contrast
characteristics are most Important in pre— to some techniques possessing the Counter-
diction what form the predictor should take, intuitive property that for a finite—sized
and with wha t conf idence the prediction can training sample there is an optimal number
be made, must then be addressed . of features),

The computer run time prediction pro- 2) it provides a natural way to deal
blem can be formulated in terminology that with mi ssing data,
makes th. appl ication of a pattern recog-
nitio n technique called Signature table 3) It allows the analyst to introduce
analysis appear extremely appropriate , persona l knowledge and intuition about the
Zn essence, this tec hnique dials with system into the calculation process (this
manipulating a set of data which capability may greatly reduce the amount of
possesses a finite number of discrete computation required; it is comparable to
features, as will as a ‘key ” feature. the analyst ’s capability in the des ign of
Analyses are performed on a “training fractional factorial experiments to indicate
samp~e” for which values of all the features, which variable interactions are important
including the key feature , are kncwn , Pre. and which are not),
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4) In many cases it provid es better (derived) featur e level , until a si ngle
prediction than multiple regression , at derived feature is obtained ,
less cost; this 4 tru in part due to theuse of an interva i estimate approach rather 3. Determine feature subsets or “51g.than a point est imate approach as previously nature types’ upon which derived featuresdiscussed , and are to be based. In Figure 1, for examol,,

features 
~i 

and d~ are combined to deriv e
5) it is apolicable to data in all feature 

~~~ and ?eatures d3 and d~ areformats: numeric 1 s)mbolic , ordinal and combined to derive feature 034. But various
graphical, other combinations are possible.

The heuristics developed by Page to 4. Define the derived feature resulting
i~~1~~ nt this techniq ue have been specified ‘ciii the respective combined features, using
for binary (i .e., two-valued) feature va iues , an app ro priate quantizatlon Method . This
and therefore for the recognition of binary method Is s)mibolized by the f j ’ s in Figure 1.
patterns. Essentially, the methodology
requires the following ste ps: First , Final ly,

1. Determine the appropri ate predictor 5. Extract the relation ship between 
- 

-

features, the original features and the derived fea ture
as Soplean expressions which describe, with

2. Determine the appropriate cutpotnt some known probability , relations inherent in
of each feature, using measures of minimum the data. This process I s illustrated in
entropy (Information loss) and maximum pre. Figur e 1 for the derived feature D1234. T~ediction, Cut.-point~ are needed ~ d $5- pot ential usefulness of such an ex p ression
cretize continuous feat ures and to nanipu- In run time prediction becomes aooarent
late the allowed number of discrete values when one observes that only any three of the
of each feature. Then Iterat iv ely, at each four feature va l ues need be obtain ed to
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calc ulate the 
~1234 value. h ence, the sig. if a job’s run time would be less than or

nature table netF~od is a way of using the greater tha~ 600 seconds. Then another set
data to evolve switching functions which of functions was derived to estimate if a
discriminate between memoirs of various job’s run time would be less than or greater
classes (or binary values of the key feature than 1200 seconds. The functions which pre-
in Page ’ s work). dicted with the highest accuracy from each

set , based on the trainlrg sample data, were
3. A Sample Application then combined to derive a single function.

As will be described later in the analysis of
The signature table analysis approach the results, this singie function was used

was used to solve a run time prediction pro- to predict into which of the threi intervals
blem for the U. S. Army . A description of a job’s turnaround time fell.
the appli cation of the method to the Army
data will serve to demonstrate its basic 3.2. Cutpoint Specification
simplicity and its effectiveness in achieving for Predictor Features
the objective of interval estimation of run
time with a relatively high degree of con- Each of the predictor features was dis-
fidence. cretized into two ranges for each of the two

experimental stages, a “low ” and a ‘high ”
The purpose of the Army study was to range. All of the predIctor features were

develop a predictor for the total turn- positively correlated w i t h the key feature
around (TA) time of a proposed appli cation in that a low predictor feature value ‘ore-
(production) job, based on a Set of projected dicted’ a low turnaround time and a nign
job resource requireme nts. Data for the predictor feaure value ‘predicted’ a Pu g h
development of the predictor consisted of turnaround time . Given a particular key
412 observations on currenUy running pro- feature cutpoint, the predictor feature cut-
duction jobs. A single observation was points wire chosen so as to minimize the
provided in the form of a 5.~.jple, v • total number of incorrect key feature pre-
(CPU time, turnaround time , punch I/O, dictions . Cutpoints were determined using
tape I/O, disk I/O) The data were divided the Statistica l Package for the Social
into a training sample of 234 observations Sciences (SPSS) (NIE7SI. Basicall y, fre-
and a test sample of 128 observations . quency tables of the form Shown in Figure ~were comouted for different possible predic-

The experiment was broken uo into 4 tor feature cutpoints. The value for wh iCh
steps: 1) dIvision of tne key feature (b•c) was minimi zed was selected as the Cut-
(turnaround time) into intervals. 2) cutooint point value. Table I contains the cutpoints
specification for predictor features, 3) whi i were computed for the two stages of
cono utat lon of derived features and .5) the experiment, Also tabulated are the
analysis of the results. These steps are number and percentage of the 3$ training
discussed in turn below, sample observations which were incorrectly

predicted using each cutpoint. Mote tha t
3.1, DivisIon of the even the best cutpoint value in certain cases

key Fea tures into Intervals resulted in a large oerc.ntage of Incorrect
key feature predictions. ‘rhis i s due to a

The key feature, turnaround time , was predictor feature ’s inabil ity to single-
divided into three intervals : less than 10 handedly forecast the pattern of job turna-
minutes , 10-20 minutes and more than 20 round time.
minutes, These intervals appeared to be
natural divisions in the data and were not 3,3. Computation of
chosen based on any s tat is t ica l  considera . Derived Features
tions of app ro pr iateness. Also , they
seemed to be reasonab le interva ls for use The computation of derived features has
In the decision making process -mnlch would been described and anal yzed in [P~G5] . A
follow turnaround time predictlon*.namely, description of the steps followed ii this
whether or not to allow the oroposed job study will be provi ded here. In general ,
to be developed and supported , predictor features are combined to produce

second level derived features. These in
The three interva ls were defin ed by turn are combined to produce higher level

two cutpoints, 600 seconds (10 minutes ) features . The process terminates ~.hen
and 1200 seconds (20 mInutes), For experi- enough of the original predictor features
mental purposes eacn of these cutpoints was have been used to produce higher level
investigated In a seParate stage. First features which can predict the key feature s
bool ean functions were derived to estimate interval value with a high degree of accuracy.

• 
‘
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ft$ur. 2. D rivation of Predic tor F.acur . Cutpoi~ts

TA Ti..

b y  hL$h

low a I b
Predictor ____________________

feature
hu h c • 4

table 1. Predictor Featu re Cutpotnt Vgluii

TA Ti~ Cutpot~e: TA Ti.. Cutpotnc :
600 Seconds 1200 Second.

Number of 2 Number of 2
Feature Incorrect Incor rectly Feature Incorre ct Incorrec tlyFeature C p ,~ii~~ Prediction. Predicted Cutpotnt P~edictton, Predtct.d

VI CPU Tt. 60.0 23 8.82 160.0 44 13.52
VS Punch 1/0 1.0 123 43.3 2 20.0 108 38.02
P4 Tap. 1/0 400.0 33 18.72 3110.0 57 20.12
VS Disk 1/0 1.0 25 9.92 1600.0 12$ 45.12

Predictor feature s were combined in predicted a high key feature value ; other-
pairs. Since each feature had been divided wise, a low key feature valu e was predIcted.
into a low and high range by a feature cut-
point, there were four possible combi- Two examples of derived features , one for
nations: law:low. low:high , Pu$qsi:low and the turnaround time cutpolnt of 600 seconds
MgPI:high. For purposes of computationa l and one for thi turnaround time cutpoint of
ease, low was represented by 0 and high by 1200 seconos, art provided in Table 2. It
1. Once again using SPSS, frequency tables can be seen that a derived feature can be
ware C~ lPuted to dete rmine how many high expressed as a boolean function ,~r c~~b1-and low key feature values exist ed in t~e nation of the two features from whiCh it was
traini ng sample for eacn combination . For derived , In Table 2a. both Taoe ~,0 and Disk
each combination the proportion of high I/O had to be 1 (high) for the deri ved feature
value s of the key feature, ~~ Pu was to be 1, Consequently, the derived feature
cempared to tn e proportion ~ ~i~ pu values is equ ivalent to the boolean exore ss~on Taoe
of the key feature in the entire train ing 1/0 .~ Oisk 1/0, or more conveni en t ,.
s~~ le . If the first proportion was arger, V4 .~ VS. Likewi se t~e boolean e~cressionthen it was judged that that combination derived In Table 2b is CPU time, or simp l y VI.
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Table 2. tzamples of Derived I.acurss

a. Turnaround rime cutpoinc is 600 seconds , •

1o. of observ ations No. of observations 
r 1

Tap. 1/0 Disk 1/0 with low TA rime with high TA ci.. Derived

~~ 
600) C’ 600) 

~htih 
feature

o 0 10 1 .091 0
o 1 18 36 .666 0
1 0 3 0 ( .000 0

1 13 203 
__ L

Uool.an Ixpreeston : V4 ~ VS

b. urnaround t ime curpotat is 1200 seconds, •

No. of observations No. of observations
r.i Tt.e Disk I/O with Low TA time with high TA tiSi Derived

Vt VS ((1200) (‘1200) 
~high Feature

o o 81 14 .147 0
o 1 34 5 .129 0
1 0 4 34 .895 1

1 1 
— 

18 71 .798 
— 

I

Soolaan Impression: Vi

- — 
The pro cess for combining features was u sed on the accurac y of prediction for the

then repeated, this time combining the training sample, it was concluded that the
derived featurts. Evertaully, several final var 1~bl e VI (CPU time) was the best ~ve-boolean express ions for both turnaround time dic t~r of turnaround tIme for both cutopints,
cutpoints were determined, all of which were It Should be rwuembered that the variable
derived f rom at least three of the four Vt used to pridict below-above ~0 minutes is
original predictor features, slightly different from tuue variable -~~~ used

to predict below-above 20 minuteS inismuch
3.4. Analysis of Results as different pr*dictor feature cutoolnts

were calculated for eacn The labels V1~00
Tht final boolean expressions derived and Vt1200 are employed below to differentiate

for each turnaround time cutpofnt are pre. between the two,
sented In table 3. For each expression , the
n’~~er and percentage of correct and in- The variables Vl600 and V1i~~un werecorrect predictions have ~ en tabulated . combined to derive a predictor o~ all three
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turnaround time interval s. This predictor Finally the accuracy of the predictor
is a set of boolean expressions basal on was estimated using the set of test data.
four varIable values : Since turnaround times were ava t lao le  for

the test data , i t was possible to get an
I. V1~~~ * CPU time ~ 60 seconds estimate of Pac curacy ’ the proportion of

accurate predictions using the predictor .
2 

~~~~ 
— Cpu time <60 Seconds A siminary of the actual turnaround times

versus the predicted turnaround times is
3. V11200 —CPU time �160 secondS presented in Table 4. The left-to-right

diagonal cells represent correct prediction
~ ~ t?tO ‘

~~~~~~~ 
t1me<1~ seconds since the predicted interval is the same as

the actual interval. Other cells representThese varia bles were combined to form the incorrect predictions .
turnaround tine predictions:

Of the 128 test va lues , 101 observatIonsV1~n~ 
A 1200 —TA less than 10 minutes were correctly predicted , thereby providing

an estimate of the overall predictor accu-Vt600 A~~~1200 * TA betwe en 10 and 20 imlns. racy, Paçcuracy . of .789. An approximate
95% confidence interval for 0accuracv *15A Vt 1200 — TA greater than 20 ‘sins, calculated, using a normal approximat ion .
to be (.718 , .860). In almost all casesV1~~ Ay I 1~~~ — no pridiction (98.4% of the time), the prediction was
either correct or w ithin one interval. That

The last combination i~ contradictory since Is , seldom did the predictor predict less
imp lies CPU t ine les s than 60 seconds than 10 minutes when the actual turnaround

liZop im p li es CPU time greater than or time was greater than 20 minutes . and vice
equal to 16) seconds . This combination was versa.
defined to be an automatic incorrect predic-
tion. (As It turned out, none of the test
or training sample data had this combination ,
an indication of the consistency of the
separately derived expressions.)

Table 3. AccuraCy of Final Bool.an Impressions on Training Sample

Correct Incorrect

Uooleaa Impression h i g h t.ow Total high Low Total

TA Ti.i Cutpotnt : 10 ~~nutss

11 233 25 261 7 16 23
97.12 63.62 91.92 2.92 36. 42 8.12

Vi ~ P4 -% VS 201 32 233 39 12 31
83.72 72.72 82.02 16.3% 17.32 18.02

TA Ti.. cuepoint: 13 ainuces

Vi LOS 133 240 12 2 44
$2.62 $6 .02 54.52 L7.~ 2 14.02 15.52

va 91 136 117 36 21 57
• 71.72 86.62 79.92 28 .J L3. st 10.12
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Table 4. Esti *t.d Accuracy of the Predictor

Actumi TA Time (seconds)

0—600 600—1200 1 00  + Row Total

13 2 1 16

0—600 81.3 12.3 6.3
86.7 4.7 1.4

1 34 13 50
600’4200 2.0 68.0 30.0

Pr.dicr.d 
6 ~ 79 ~ 21 ~TA Time

(a.cond,)

1 7 54 62
1200 4 1.6 11.3 87.1

6.7 16.3 77. 1

Co1u~~ 13 43 70 125
Total

L,.$end Intervalr
a: No. of TA va lues predicted t. ~~~~

Interval interval J which hid i~tza1 t% vslu.,
.3 c to interval I

b: 2 of all .1 interval predictions which
fell into interval I

C: 2 of actual inte rval I value, which
vera predicted to be in interva l
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4. Conclusions

Due to the larqe variabilit y In job
run times from one execution to another ,
point estimates of run times are unreli-
able. Interval estimation of run times is
a reasonable aporoacn to obtain ing ‘un time
predictions in which a rtigher confidence
can be placed . The applicatIon of signature
table anal ysis to tne prediction of turna-
round time in one particular environment
has yielded a ’~r,dictor that waS s ”ple to
develco, i~ simpl e t~ use , and Is acc u rate
about 8Ct of the time in Pred i cting flenber-
ship In one of three turnaround t~r’e classes .
Although this interval approach technique
will not provide sufficient predictive power
for all applications , it is appropriate for
some application objectives and :~~uhd be
considered as a des irable alternative to
less stat ist ical l y Sound approaches.
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